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C24 Arabidopsis genomic DNA library and isolate a BglII genomic DNA fragment
encoding the complete HIC open reading frame, and also to identify ATTS5501 expressed
sequence tag (clone YAY1019) by a BLASTN homology search of the dbest database (this
cDNA was provided by J. Giraudat, CNRS, Gif, France). The complete nucleotide
sequences of ATTS5501 (2,073 bp), pFL30 (5,600 bp) and pFL44 (1,584 bp) inserts were
determined. The HIC gene is identical to a region of BAC T3A4 (accession no. AC005819)
on Arabidopsis chromosome 2. The cloned sequences pFL30 and ATTS5501 are identical in
their regions of overlap. pFL44 contains an additional 123-bp mitochondrial DNA
insertion from nucleotide position 482±604 (identical to part of the Arabidopsis mito-
chondrial genome sequence part B (accession number Y08502) which is also present
elsewhere on chromosome 2; ref. 28). It is probable that the insertion causing the hic
mutation occurred during the Agrobacterium-tumefaciens-mediated transformation
process used to generate hic. PCR was used to con®rm the presence of this mitochondrial
DNA insertion in hic plants and its absence in C24. The GUS gene is inserted 89-bp 39 of
the putative HIC stop codon. RT±PCR was used to con®rm the presence of the GUS insert
downstream of hic in the same gene transcript by amplifying a fragment of DNA that
spanned the two coding regions.

Generation of HIC antisense plants.

ATTS5501 cDNA was excised from pBluescript using EcoRI and ligated into pART7
(ref. 29). The resulting plasmid was digested with NotI to release the cDNA in the reverse
orientation between the CaMV 35S RNA promoter and OCS 39 terminator which was
ligated into pART27 (ref. 29). Gene constructs were con®rmed by DNA sequencing and
Agrobacterium-mediated transformation was carried out as described30. The presence of
the transgene in plants was veri®ed by PCR (data not shown). RT±PCR with primers (59-
GCTAGTGGTGAACGTCATGC-39 and 59-ACAAAATCGTTACCGCAAG-39 designed
speci®cally to amplify a 1,281-bp region of the 59 untranslated portion of the HIC mRNA
that differs from other known KCS-like genes) was used to show that the level of the HIC
gene transcript was either considerably reduced in the antisense plants (line AS3) or
undetectable by this method (AS1 and AS2), in comparison with C24 plants, which gave a
clear band of DNA of the expected size on agarose gel electrophoresis. Separate
ampli®cation reactions with ubiquitin-speci®c primers were carried out to con®rm equal
amounts of mRNA. Control reactions minus reverse transcriptase gave no signal.
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The circadian system regulates 24-hour biological rhythms1 and
seasonal rhythms, such as ¯owering2. Long-day ¯owering plants
like Arabidopsis thaliana, measure day length with a rhythm that
is not reset at lights-off3, whereas short-day plants measure night
length on the basis of circadian rhythm of light sensitivity that is
set from dusk2. early ¯owering 3 (elf3) mutants of Arabidopsis are
aphotoperiodic4 and exhibit light-conditional arrhythmia5,6. Here
we show that the elf3-7 mutant retains oscillator function in the
light but blunts circadian gating of CAB gene activation, indicat-
ing that deregulated phototransduction may mask rhythmicity.
Furthermore, elf3 mutations confer the resetting pattern of short-
day photoperiodism, indicating that gating of phototransduction
may control resetting. Temperature entrainment can bypass the
requirement for normal ELF3 function for the oscillator and
partially restore rhythmic CAB expression. Therefore, ELF3 spe-
ci®cally affects light input to the oscillator, similar to its function
in gating CAB activation, allowing oscillator progression past a
light-sensitive phase in the subjective evening. ELF3 provides
experimental demonstration of the zeitnehmer (`time-taker')
concept7,8.

As elf3 mutants are rhythmic in darkness (DD)5,6, ELF3 cannot be
an essential component of the circadian oscillator. We tested
whether the apparent arrhythmia in constant light (LL) of elf3
plants was in fact masking an underlying oscillation. We entrained
wild-type, null mutant elf3-1 and partial mutant elf3-7 (refs 5, 6)
plants to light/dark cycles (LD), transferred them to LL and released
replicate samples into DD at 2-h intervals, monitoring the phase of
CAB expression in DD to determine the state of the oscillator in the
preceding LL interval. We reasoned that if an underlying oscillator
in the elf3 mutants was masked by constant illumination, its phase
should be re¯ected in the phase of the peak in DD. If the oscillator
were dysfunctional in elf3 mutants under LL, the timing of the CAB
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peak would be determined by the time at which the plants were
transferred to darkness.

In wild-type plants, the timing of the CAB peak after the light to
dark transition remains under circadian control (Fig. 1a), occurring
at or immediately preceding the phases predicted from the entrain-
ing LD cycle (roughly 4, 28 or 52 h after lights-on). The circadian
system was stably entrained to the LD cycles, continued to oscillate
during the 2 d of LL and was little affected by the last light to dark
transition. elf3-1 shows no evidence of circadian regulation after
10 h or more of light (Fig. 1a), as the phase of peak CAB expression
is determined by the time of transfer to DD. The peak occurs after
9±12 h in darkness, indicating that the oscillator resumes from a
phase equivalent to 8±11 h after lights-on. This pattern is strikingly
similar to the photoperiodic response rhythm of short-day plants2.
elf3-7 showed an intermediate phenotype, retaining circadian-
regulated CAB expression with a phase closer to wild type for up
to 14 h of LL (Fig. 1b; up to 20 h in a minority of plants, data not
shown). After this interval, the transfer to DD determined the peak
phase, as in elf3-1. Partial ELF3 function (in elf3-7) therefore
maintained rhythmicity during the ®rst 14 h of LL. The absence
of ELF3 (in elf3-1) resulted in a circadian oscillator that functioned
still more brie¯y and abnormally in LL. We revealed a functional
oscillator in elf3-7 during the ®rst 14 h of LL, by testing circadian
rhythms in DD, whereas directly testing CAB expression under LL
showed complete arrhythmia6. We conclude that the CAB output
rhythm is masked during the ®rst subjective day in LL, but that the
oscillator is dysfunctional thereafter.

Continuous acute activation of CAB expression in response to
continuous light might cause such masking. We therefore directly
monitored the acute response to light in elf3 mutants grown in LD
12/12 and transferred to DD (Fig. 2). Replicate samples that were

exposed to 20 min light at 2-h intervals showed a rhythm of
responsiveness to light in the wild type, with little or no acute
response during the ®rst and second subjective nights and large
responses during the subjective day (as previously reported9). The
elf3 mutants had lost the normal circadian gating, showing strong
acute responses throughout the ®rst subjective night. In elf3-1 in
particular, the level of the acute response is increased during the
subjective day. A low-amplitude modulation of the acute response is
preserved during the ®rst subjective night, but after 30 h the CAB
activation levels are constant in both elf3 mutants, indicating a
complete absence of circadian gating. The gating defect of elf3-7
suggests that the misregulated acute response activated CAB con-
tinuously in LL, masking the functional circadian oscillator. The
extent of masking of the circadian system might be determined
through the expression of genes such as CCR2, which are regulated
by the clock but not light.

The high-amplitude rhythms of CAB expression in wild-type
plants under LL therefore depend on circadian gating of light
responsiveness in the late subjective day and early subjective
night. The term zeitnehmer (`time-taker') has been applied to an
input pathway rhythmically regulated by feedback from an oscilla-
tor, thus creating rhythmic input even under constant
conditions10,11. The gating defect of even the partial loss-of-function
elf3-7 mutant suggests that high levels of ELF3 are required for a
normal gating function. The elf3 mutations also result in a non-
sustainable oscillator in LL, with a partial defect allowing progres-
sion to the mid-subjective night and the severe loss-of-function of
elf3-1 losing rhythmic control more rapidly. We propose that ELF3
does not function directly in the circadian oscillator, but gates light
input to the oscillator, allowing oscillator progression through a
light-sensitive phase around dusk. A defect in the circadian gating of
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Figure 1 Timing of CAB±LUC peaks after LD cycles. a, elf3-1 and its wild-type parent,

gl1. b, elf3-7 and its wild-type parent, 424. All plants were entrained to LD 12/12 for 6 d.

At ZT 0, subjective dawn, plants were transferred to bright LL at 22 8C. Plants were

transferred to darkness at 2-h intervals starting at subjective dawn; scintillation counter

assays began at the time of transfer. White area represents the length of time plants spent

in constant light before being transferred to the dark. Data are representative of two

independent experiments; mean 6 s.e.m. is shown, n = 10±16.
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Figure 2 Circadian modulation of the acute response to light in elf3 mutants. a, elf3-1

and its wild-type parent, gl1. b, elf3-7 and its wild-type parent, 424. All plants were

entrained to LD 12/12 for 6 d. At ZT 12 on day 6, plants were transferred to DD. Replicate

samples were then exposed to a 20-min white-light pulse every 2 h. Luminescence was

measured both before and after the light treatment. The mean resulting induction of

CAB±LUC luminescence was calculated by subtraction of the basal luminescence level of

individual seedlings (n = 24) before the light treatment. Light and dark shading

represents subjective day and subjective night, respectively. Data are representative of

three independent experiments.
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phototransduction can account for both the masking and oscillator
arrest phenotypes of elf3 mutants. As elf3 mutations are suf®cient to
confer strong resetting at lights off, the ELF3 zeitnehmer might in
part determine the mode of daylength measurement. Our evidence
for an oscillation in elf3 plants under LL, albeit transitory and at an
early phase, suggests that these mutants might respond differentially
to short and very short photoperiods. We suggest that the elf3
oscillator arrests in LL rather than oscillating in an altered state and
being reset by the light to dark transition; the pattern of phases in
DD does not show the periodic variation indicative of a light limit
cycle2.

Reasoning that a masked oscillator might be revealed by reducing
the strength of the masking light signal, we entrained plants using
LD cycles of low ¯uence light (10 mmol m-2 s-1) and assayed
CAB±LUC activity in this ¯uence rate LL. Only wild-type plants
exhibited free-running circadian rhythms: reducing ¯uence rate
alone was insuf®cient to restore overt rhythmicity to elf3 mutants
(see Supplementary Information). We next replaced light with
temperature entrainment as temperature cycles, but not light
cycles, can entrain frq null strains of Neurospora crassa8. In low
¯uence light, wild-type plants entrained to temperature cycles.
When released into constant conditions, plants continued rhyth-
mically in a free-run from the original phase, with lower mean levels
and lengthened period (t = 25±26 h) (Fig. 3a), as described for dim
LL12. Although circadian rhythms in both elf3-1 and elf3-7 plants
could be driven by temperature cycles in LL they did not subse-
quently produce free-running circadian rhythms in bright or dim
LL (Fig. 3a; and Supplementary Information); neither temperature
nor light alone could rescue circadian behaviour under constant

illumination.
As temperature cycles did not restore overt circadian rhythms of

CAB expression in elf3 under LL, we tested the phase of rhythms in
DD to reveal the behaviour of the underlying oscillator. We en-
trained plants in temperature cycles in bright LL (140 mmol m-2 s-1),
then released them into DD at constant temperature. As after light
entrainment, wild-type plants showed circadian CAB expression
peaks phased with respect to the (discontinued) temperature cycle,
even after two days in constant conditions (Fig. 4). Thus, the wild-
type oscillator was entrained by temperature and was not reset by a
single light±dark transition. After transfer to darkness at the ®rst
subjective dawn, the phase of both elf3-1 and elf3-7 was identical to
that of wild-type plants (Fig. 4). Previous experiments with LD
cycles at constant temperature have shown that elf3-7 has an earlier
peak than wild type, with that of elf3-1 being earlier still5,6. Thus
temperature cycles, in contrast to light cycles (Fig. 2; and see ref. 6),
entrained the elf3 plants initially to a wild-type phase relationship.

This intriguing result implies that the elf3 lesion speci®cally
affects the light input pathway. During the ®rst 5 h in constant
conditions elf3-1 showed an early phase when transferred to dark-
ness, with a sharp jump to a later phase in plants transferred after
7±11 h, implying that an oscillator is still working for the ®rst
subjective day in constant conditions. Thereafter, elf3-1 plants did
not show circadian regulation: peaks of CAB±LUC expression were
phased from the transfer to darkness (Fig. 4a), as after LD cycles
(Fig. 2), suggesting the oscillator was no longer functional. In
contrast to elf3-1 and unlike its response to LD cycles, elf3-7
showed a stable circadian pattern up to 48 h in LL (Fig. 4b). Thus
an oscillator remains in elf3-7 which may be entrained by tempera-
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a, CAB±LUC activity in temperature cycles in low ¯uence LL (10 mmol m-2 s-1). T-cycle =

24 h: `day' is 12 h at 24 8C, `night' is 12 h at 18 8C. After measuring luminescence for

48 h, temperature cycles were discontinued and plants were placed in dim LL, 22 8C for

the remainder of the assay. Data are representative of four independent experiments. Red
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represents subjective day and subjective night, respectively. b, CAB±LUC activity in

simultaneous light and temperature cycles. T-cycle = 16 h: `day' is 8 h dim light

(10 mmol m-2 s-1) at 24 8C, `night' is 8 h dark at 18 8C. After T-cycle entrainment, plants

were transferred to dim LL, 22 8C at subjective dawn. Data are representative of two
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respectively.
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ture cycles and free-run in constant conditions (Fig. 3a). The output
of this covert oscillator is easily masked, even by dim light, leading
to overt arrhythmia. In contrast, the elf3-1 oscillator stops within
12 h of constant light.

We reasoned that since circadian timing in elf3-7 is restored after
temperature cycles, light and temperature cycles together could
reinforce circadian function. We combined these two zeitgebers to
produce warm days and cooler nights. We used various entraining
periods (T-cycles) as the earlier phase of elf3 after LD cycles can be
interpreted as a short endogenous period. No genotype free-ran
after 12-h T-cycles (data not shown). Wild-type plants showed
free-running rhythmicity after 16-h T-cycles (Fig. 3b) or after 24-h
T-cycles (see Supplementary Information). Entrainment to com-
bined low light and temperature cycles of 16, 20 or 24 h restored
free-running rhythmicity in a minority of samples of elf3-1 and
elf3-7 plants (Fig. 3b). In two independent experiments, 3 out of 28
samples of elf3-1 and 10 out of 29 samples of elf3-7 free-ran after
such cycles with periods of around 26 h (judged free-running if
FFT-NLLS analysis returned a period of 15±35 h with a relative
amplitude error less than 0.6; ref. 13) (Fig. 3b). In comparison, after
entrainment to a single zeitgeber, either light or temperature, none
out of 40 elf3-1 samples and 1 out of 40 elf3-7 samples free-ran
(Fig. 3a; and Supplementary Information). In contrast, all wild-type
controls entrained to a single zeitgeber were rhythmic (40 out of 40
samples); 47 out of 57 samples were rhythmic after combined light
and temperature entrainment. The free-running periods obtained
in elf3 were not distinguishable from those of wild-type plants: the
long period is attributed to the low light intensity. Reinforcing the
entraining effects of temperature with low-amplitude light cycles
can overcome the masking effects of light on the circadian system in
elf3 plants to reveal the underlying oscillator despite ongoing
illumination.

Our results indicate that despite their common arrhythmia in
LL5,6, the circadian system of elf3-7 is less compromised than that of

elf3-1. We suggest elf3-1 is arrhythmic because its circadian system
arrests rapidly in LL, although it is capable of restarting from a
constant phase in darkness. In contrast, elf3-7 plants retain suf®-
cient ELF3 function to maintain (masked) oscillations for at least
2 d in constant light. Their oscillator can be rescued and free-
running rhythmicity restored by prior entrainment by temperature,
especially if masking is reduced by low light intensity. The different
responses of elf3-7 to light or temperature cycles indicate that the
elf3 lesion affects a light input pathway, rather than the temperature-
sensitive oscillator. The gating of the acute response of CAB in the
early to mid night (zeitgeber time (ZT) 12±16) coincides with the
arrest of the oscillator in elf3-7 (circa ZT 14) after light and elf3-1
(circa ZT 11) after temperature cycles; this is also the phase from
which their oscillators restart in darkness. This strongly implies that
ELF3 functions at this phase of the circadian cycle. A rhythmic
ELF3-dependent antagonism of the phototransduction pathway to
the clock and to CAB at this phase can account for all the elf3
phenotypes. Our data provide empirical evidence for the zeitnehmer
(`time-taker') concept10: we show that ELF3 is a part of the
zeitnehmer feedback loop necessary to maintain self-sustained
oscillations rather than an oscillator component. M

Methods
Plant materials and growth conditions

Transgenic A. thaliana containing the CAB±LUC fusion together with the elf3-1 mutation
in the Columbia gl1 background or with the elf3-7 mutation in the Columbia-0 back-
ground have been described5,6. In all cases wild type refers to the respective parent. Seeds
were imbibed then strati®ed (48 h at 4 8C) on solid Murashige and Skoog (MS) medium
with 3% sucrose14.

Entrainment conditions

After imbibition and strati®cation as described above14, seedlings were entrained for 6 d in
light/dark and/or temperature cycles as appropriate in controlled environment chambers
(Percival or Sanyo) before measurements began. Constant light or LD cycles involved high
¯uence ¯uorescent light (140 mmol m-2 s-1) (Figs 1 and 4) or low ¯uence ¯uorescent light
(10 mmol m-2 s-1) (Fig. 3). Light pulses were 80 mmol m-2 s-1 (Fig. 2). Constant tem-
perature was 22 8C. Temperature cycles consisted of warm periods (24 8C) and cold periods
(18 8C).

Bioluminescence assay

Luminescence levels of individual seedlings were measured in a Packard Topcount15.
Luminescence of groups of seedlings (n = 30±100) was measured by low-light video
imaging using a liquid nitrogen cooled camera (Princeton Instruments)16,17 and normal-
ized for seedling number9. Instrument background has been subtracted from the data
presented.
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Morphine is a powerful pain reliever, but also a potent inducer of
tolerance and dependence. The development of opiate tolerance
occurs on continued use of the drug such that the amount of drug
required to elicit pain relief must be increased to compensate for
diminished responsiveness1±3. In many systems, decreased
responsiveness to agonists has been correlated with the desensi-
tization of G-protein-coupled receptors. In vitro evidence indi-
cates that this process involves phosphorylation of G-protein-
coupled receptors and subsequent binding of regulatory proteins
called b-arrestins4,5. Using a knockout mouse lacking b-arrestin-2
(barr2-/-), we have assessed the contribution of desensitization of
the m-opioid receptor to the development of morphine antinoci-
ceptive tolerance and the subsequent onset of physical depen-
dence. Here we show that in mice lacking b-arrestin-2,
desensitization of the m-opioid receptor does not occur after
chronic morphine treatment, and that these animals fail to
develop antinociceptive tolerance. However, the deletion of b-
arrestin-2 does not prevent the chronic morphine-induced up-
regulation of adenylyl cyclase activity, a cellular marker of depen-
dence, and the mutant mice still become physically dependent on
the drug.

We have shown previously6 that morphine-induced antinocicep-
tion is enhanced and prolonged in mice lacking b-arrestin-2. This
perpetuation of morphine analgesia suggests that mice lacking b-
arrestin-2 may be resistant to the desensitization of the morphine
signal. As speci®c inhibitors of desensitization do not exist, this
genetically altered animal model provides a means to potentially
abrogate desensitization of the m-opioid receptor (mOR) in
response to morphine. Thus, we examined the regulation of the
mOR in relationship to the development of morphine tolerance and
dependence in barr2-/- mice.

An acute challenge with a high dose of morphine induces acute
morphine antinociceptive tolerance 24 h after the initial challenge.
In this scheme, mice are assessed for their nociceptive response

latencies after a moderate dose of morphine (10 mg per kg,
subcutaneously (s.c.)) 24 h after receiving an injection of either
saline or 100 mg per kg morphine. Indicative of antinociceptive
tolerance, wild-type mice exhibited a roughly 50% reduction in
morphine responsiveness if they had received morphine, as com-
pared to saline, the day before (Fig. 1a). The barr2-/- mice main-
tained the same degree of responsiveness to morphine, however,
whether they had been treated with saline or morphine on the
previous day. It therefore seemed that the barr2-/- mice did not
develop acute antinociceptive tolerance to morphine.

As, in the clinical setting, tolerance to morphine's analgesic
properties usually develops over continued use of moderate levels
of the drug, we evaluated the analgesia provided after daily admin-
istration of morphine. Mice were injected daily with morphine, and
paw-withdrawal latencies were recorded (Fig. 1b). Although the
wild-type littermates had signi®cantly diminished responsiveness to
the drug by day 5, the knockout mice continued to experience as
much antinociception on day 5 to day 9 as on day 1. To characterize
this resistance to morphine antinociceptive tolerance in the barr2-/-
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Figure 1 Lack of morphine antinociceptive tolerance in barr2-/- mice. a, Acute tolerance.

Wild-type (WT) and barr2-/- mice were treated with either saline or morphine (100 mg per

kg, s.c.). After 24 h, mice were treated with morphine (10 mg per kg, s.c.) and hot-plate-

response latencies (56 8C) were recorded. Data are presented as the mean 6 s.e.m.,

n = 7±8. Asterisk, P , 0.05 versus WT + saline; two asterisks, P , 0.05 versus WT,

Student's t-test. b, Chronic tolerance. Mice were treated daily with morphine (10 mg per

kg, s.c.); antinociception was assessed 30 min after the injection on the days indicated.

Means 6 s.e.m. are shown. P , 0.0001, WT versus barr2-/-; two-way analysis of

variance (ANOVA). c. Chronic tolerance. Dose±response curves were determined using a

cumulative dosing scheme on day 1 and day 9. On day 1, both genotypes were treated

with 1, 5, 10 and 20 mg per kg, s.c. On day 9, barr2-/- mice (n = 6±12) were again

challenged with this same dose scheme, whereas WT (n = 7±14) were cumulatively

treated with 10, 20, 40 and 80 mg per kg, s.c. and barr2-/-. Means 6 s.e.m. are shown.

ED50 (50% effective dose) values were calculated by nonlinear regression analysis

(GraphPad Prism); 95% con®dence intervals: day 1: WT, 10.1 (8.4±12.1);

barr2-/-, 5.9 (5.0±7.0); day 9: WT, 39.6 (34.0±46.1); barr2-/-, 6.7 (4.8±9.3).
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